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1. Introduction 

In today’s world, information is arguably the most important resource. Search 
engines have emerged as powerful gatekeepers, indispensable tools in our ef-
forts to manage and access the wealth of material available online. The ‘perfect’ 
search engine would intuitively comprehend a user’s desire for information and 
retrieve the most relevant documents in response to even poorly formulated 
queries. 

Efforts to design the definitive search engine can be compared to a winema-
ker’s pursuit of the perfect wine. Only the best grapes, picked at just the right 
moment, can be crafted into an excellent wine. Decisions made in the vineyard, 
winery, and cellar all affect the final product. Even if a winegrower is satisfied 
with his work, a sophisticated vinophile may feel differently. Moreover, other fac-
tors, such as the meal with which a wine is served, may influence preferences. 
By the same logic, an individual searching the Web for both a local restaurant 
and technical scientific papers might get better results employing different 
search engines, each designed to meet those specific needs. 

What else do an outstanding wine and a superior search engine have in com-
mon? A winemaker’s decisions are comparable to a search service provider’s 
choices regarding indexed documents (grapes harvested), ranking techniques 
(fermentation), and search results (bottling). Both products require a supply of 
the best input factors and production techniques, while product choice is largely 
dependent upon user needs. An effective search engine is built on high-quality, 
updated, and unbiased content. 

On the other hand, there are major differences between search engines and ex-
ceptional wines. Most search engine users are not willing to pay. Consequently, 
many providers accept advertising to gain revenues. In contrast to fine wines, 
information (the traded good of search engines) is certainly not scarce. Digital 
goods can be sold and kept at the same time; originals and copies cannot be 
distinguished. The currency of the Internet is the limited attention of users. 
Search engines gain revenues by directing this attention to ad clients. 

This paper outlines four common search engine design patterns that determine 
a service provider’s business model, field of activity, and relationships with 
stakeholders. These strategies are based on technical aspects and trends in 
search engine architecture (chapters 2 and 3), characteristics of the information 
market and media industries (chapter 4), and tenets of agency theory that eluci-
date the relationships between stakeholders (chapter 5). 

 





2. Web Information Retrieval 

The focus of this paper is to define an optimal search engine from an Agency 
Theory perspective. Basic technical knowledge is required to address these 
issues. This chapter provides an overview of well-known information retrieval 
(IR) models, introduces different forms of web search, and examines the rela-
tionship between web pages and search engines. 

2.1. Overviews of IR-Models 

Traditional IR systems make use of index terms to retrieve documents. The 
query is keyword-based and simple, but has a significant disadvantage, in that 
the intended meaning of terms can be lost in the process.1 A ranking algorithm 
determines which documents are relevant, with those regarded to be more rele-
vant listed first. The following figure shows a classification of IR Models sugges-
ted by Baeza-Yates and Ribeiro-Neto.2 

2.1.1. Retrieval: Ad Hoc and Filtering 

Ad hoc retrieval is the operational mode for conventional IR systems, wherein 
most documents of the collection remain relatively static while new queries are 
submitted to the system. 

The operational mode of filtering is employed for collections that change while 
relatively static queries are submitted. An example is the case of a stock mar-
ket. A profile, describing the preferences of the user, is used to filter the inco-
ming documents. This approach is also used for the selection of news articles 
that might be of interest to the user. The main task of filtering is not the ranking 
of documents, but the creation of profiles that represent the preferences of the 
user.3 

                                            
1  Baeza-Yates, R., Ribeiro-Neto, B. (1999), pp. 19-20 
2  The light-colored models are named to provide completeness but won’t be dis-

cussed in detail because that would go beyond the scope of this paper. Further in-
formation can be found in “Modern Information Retrieval” by Baeza-Yates and Ribei-
ro-Neto. 

3  A more complex alternative is the dynamic creation of user profiles based on infor-
mation about the preferences of the user. The profile adjusts to the preferences by 
user feedback. The user indicates not only documents considered to be of interest, 
but also the documents deemed non-relevant. 
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Figure 1: 
Information Retrieval Models 

Source: Baeza-Yates, R., Ribeiro-Neto, B. (1999), p. 21 

In classic information retrieval each document of a collection is described by a 
set of keywords called index terms. Index terms are very likely to be nouns be-
cause their meaning, in most cases, is easy to identify. Adjectives and adverbs 
work mainly as complements and typically are less helpful. Index terms vary in 
their relevance. A word that occurs in every document of a collection is less 
useful than one found in only a few. Conversely, a word that occurs rarely within 
the collection has more potential to narrow down the number of documents re-
turned.4 

The oldest classic IR model is the Boolean model, in which index terms are re-
lated through Boolean operators.5 Applying Boolean logic there are three possi-
ble types of Boolean search: AND search, OR search, and NOT search.6 Boo-
lean search is still used in commercial systems and can be quite powerful when 
the users are skilled in designing queries. In the Boolean model, a term is either 
present or absent in a document. Thus, the index term weights are binary 

                                            
4  Numerical weights of each index term are used to capture this effect. The numerical 

weight puts a figure on the importance of the index term when describing a docu-
ment’s semantic contents. 

5  Moens, M. (2000), p. 63 
6  Chowdhury, G.G., Chowdhury, S. (2001), p. 31 
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(0 or 1). There is no partial match of a query; each document is either relevant 
or non-relevant. This leads to the main disadvantage of the model - exact mat-
ching can lead to the retrieval of too many or too few documents. Index term 
weighting, employed in the vector model, can solve this problem. 

The vector model eliminates the limitation of binary weights by computing a de-
gree of similarity between each document of a collection. The usage of non-bi-
nary weights enables the vector model to enclose documents that only partially 
match query terms. This leads to a ranked set of documents matching the 
user's needs much more closely than a set retrieved using the Boolean model. 
To compute the ranking, the term weights are calculated using the concept of 
clustering: The goal of a simple cluster algorithm could be to separate a given 
collection of documents developed from a vague set description into two parts: 
one part with documents related to set, the other part with documents that are 
not. Use of the vector model results in a high retrieval performance, generating 
ranked answer sets difficult to improve upon. For this reason, it is currently a 
popular retrieval model. 

The probabilistic model uses a framework based on statistical likelihood to solve 
the IR problem.7 The query process seeks to find the ideal answer set contai-
ning the set of documents that is exactly relevant. After an initial estimate retur-
ning a first answer set according to the index terms, user interaction improves 
the probabilistic description of the ideal answer set. The user decides which do-
cuments are relevant and which are not. This information is used by the system 
to improve the description of the ideal answer set. It is expected, that the ideal 
answer description will develop and come close to the ideal answer set. 

In IR, a thesaurus is used to apply fuzzy set theory,8 defining relationships 
among terms and expanding the set of index terms to include related terms, 
thereby allowing for the retrieval of additional documents. A fuzzy set model ty-
pically employs a term-term correlation matrix, ranking documents relative to 
the user query.9 

As discussed earlier, the Boolean model has the disadvantage of a lack of term 
weighting. The unranked answer set might be too large or too small to be use-
ful. Because of this limitation, most new systems use some form of vector mo-
del. The Extended Boolean Model is an alternative to the vector model, exten-
ding its functionality with partial matching and term weighting. This allows for a 
combination of Boolean query formulation with the characteristics of the vector 
space model.10 

                                            
7  Moens, M. (2000), pp. 64-65 
8  John, R., Mooney, G. (2001), pp. 82-83 
9  Baeza-Yates, R., Ribeiro-Neto, B. (1999), pp. 34-38 
10  For example, in a query of two index terms connected with the operator “and”, the 

Boolean model treats documents containing only one term as irrelevant, just as it 
does documents containing neither. This binary decision criterion conflicts with 
common sense. The extended Boolean model can use different values for other 
operators (such as “and” or “not”). This allows for a combination of vector and Boo-
lean search in one query. 
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Structured Text Retrieval Models combine information on text content with infor-
mation about the structure of the document. For example, a user could search 
for a document containing the string 'air pollution’ in italics and a figure labeled 
with the word ‘earth’. 

2.1.2. Models for Browsing 

A user is browsing if he explores a document by looking for interesting referen-
ces. Users that browse are not interested in posing a specific query to the sys-
tem. For both browsing and searching, the goal of the user is to find information. 
But in general, the searching task is clearer than the browsing task in the mind 
of the user. 

The interactive navigational structure of hypertext allows for non-sequential text 
on a screen. This suggests a graph structure of nodes connected by directed 
links. 

2.2. Web Searching 

Directories and crawler-based search engines are the two major platforms used 
for searching the Web.11 According to the user’s task, there are less popular 
platforms for searching the Web that can be beneficial. 

The following figures provide an overview of the current state of the search en-
gine market and illustrate existing concentration tendencies. 

                                            
11  Appendix: Current Search Market 



 Türker: The Optimal Design of a Search Engine 7 

Figure 2: 
Major Search Engines: Who Powers Whom?12 

Source: Clay, B. (2004) 

                                            
12  An interactive version of this chart can be found online at: http://www.bruceclay.com/ 

searchenginerelationshipchart.htm and on the attached CD-ROM. 
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Figure 3: 
Share of Search Referrals (March 2004) 

Source: Sullivan, D. (2004d) 

With 40.9 %, Google has the top share of referrals examined by WebSide-
Story’s StatMarket13. The following figure illustrates the recent success of 
Google. Google pulled traffic mainly form AltaVista and smaller services such 
as Exite or Infoseek/Go.14 

Figure 4:  
Referral Trends of Major Search Engines 

Source: Sullivan, D. (2004d) 

                                            
13  http://www.statmarket.com/ 
14  Sullivan, D. (2004d) 
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2.2.1. Directories 

Directories are search engines powered by human beings assigning Internet re-
sources to certain categories. Following the classification of the previous sec-
tion, directories make use of the concept of browsing to find Web sites. Directo-
ries can be compared to ‘Yellow Pages’, where telephone numbers are sorted 
by branch and not alphabetically. In contrast to Yellow Pages, directories are not 
limited to companies; the user can browse through Internet resources classified 
into subject trees.15 

Yahoo16 was launched in 1994 and is the Web's oldest directory.17 The Open 
Directory Project DMOZ18 is the largest directory of the Web and is maintained 
by volunteer editors. It was taken over by Netscape (AOL) in 1998. The informa-
tion from the directory can be used by anyone through an open licence agree-
ment.19 

2.2.2. Traditional Search Engines 

Crawler-based search engines have become the most visited Web sites on the 
Internet, employing an information retrieval system to find relevant docu-
ments.20 Search engines index sites automatically without the help of human 
editors, providing information about a much larger number of documents com-
pared to directories.21 Documents are retrieved according to query terms sub-
mitted by the user. The ranking of these documents depends on the algorithm 
used by the search engine. 

Altavista22 was the first crawler-based search engine on the Web. It started in 
1995 and was the industry leader for several years, before being overtaken by 
Google.23 

2.2.3. Niche Search Engines 

Large search engines sometimes generate results that lack a sufficient degree 
of relevance. Niche search engines focus on a smaller range of topics, offering 
a more efficient and focused alternative to giants such as Google, often with en-

                                            
15  Babiak, U. (1999), pp. 52-55 
16  http://www.yahoo.com 
17  Sullvian, D. (2003) 
18  http://www.dmoz.org 
19  Ferber, R. (2003), pp. 299-300 
20  Chang, G. et al. (2001), p. 4 
21  Ferber, R. (2003), pp. 299-300 
22  http://www.altavista.com 
23  http://www.google.com 
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hanced features.24 Topic-specific niche search engines are based on informa-
tion filtering tools that gauge the relevance of crawled documents.25  

CiteSeer26 is a computer science research search engine with a number of 
unique capabilities, including citation indexing, links to related and similar docu-
ments, bibliographic coupling and collaborative filtering.27 eBizSearch28 is an 
experimental search engine based on CiteSeer’s technology and focused on a 
very small niche: academic and commercially produced articles and reports 
about e-business. 

2.2.4. Metasearch Engines 

A metasearch engine sends a given query to multiple search engines, Web di-
rectories, and other data sources, then collects the results and formats them for 
display. Thus, the user can pose a query to many search engines through a 
single interface.29 Metasearch engines differ from each other in the ranking of 
combined results and in the extent of translation of a user query into a specific 
query language. They are most effective when there is only a slight overlap in 
the indexes of the applied search engines and only a fraction of all Web sites is 
indexed by all search engines.30 

Excite,31 acquired by InfoSpace in 2002, was formerly a crawled-based search 
engine. It now uses the same underlying technology as the other InfoSpace me-
tasearch engines, but maintains its own portal features. MetaCrawler32 is one of 
the oldest metasearch services. It started in 1995 at the University of Washing-
ton and was purchased by InfoSpace in 1997. 

2.2.5. Comparison Shopping Engines 

These facilities are designed to help users find information about products sold 
online, such as product types, pricing, and online stores across the Web. 

Froogle33 is Google’s entry, finding relevant products according to search 
terms.34 The results are based on feeds from online stores and products. Ya-
hoo! Shopping35 is another example, connecting shoppers with thousands of 

                                            
24  Giles, C. et al. (2003), p. 413 
25  Chang, G. et al. (2001), pp. 17-18 
26  http://citeseer.nj.nec.com 
27  Giles, C. et al. (1998), p. 89 
28  http://www.ebizsearch.org 
29  Schwartz, C. (2001), pp. 112-114 
30  Baeza-Yates, R., Ribeiro-Neto, B. (1999), pp. 387-389 
31  http://www.exite.com 
32  http://www.metacrawler.com 
33  http://www.froogle.com 
34  Paulson, J. (2003), p. 1 
35  http://shopping.yahoo.com 
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merchants. But in contrast to crawler-based Froogle, its listings come from mer-
chants hosted in Yahoo Store. 

2.2.6. Web Question Answering Systems 

Question-answering (QA) systems take the process a step further, actually syn-
thesizing answers to queries. This ‘deduction capability’,36 with its history in arti-
ficial intelligence (AI), differentiates them from other search engines. Their natu-
ral language interfaces are the trend for future information retrieval systems be-
cause they are more convenient for casual users.37 QA systems provide users 
with the exact information needed, as opposed to a long list of documents that 
have to be looked through.38 Direct answers to factual questions like ‘What ci-
ties are within 100 kilometers of Cologne?’ are provided by consulting a know-
ledge base.39 This serves as a structured query interface for heterogeneous da-
ta from the multiple Web knowledge sources.40 

START41 is one of the first natural language QA systems with web interface. It 
was launched 1993 by MIT.42 Ask.com is a commercial service with a natural 
question interface based on the work of hundreds of human editors mapping 
between question templates and sites. Wondir43 is an example of a non-
commercial information service providing a combination of live human answers, 
metasearch, and database searches. Its mission is to offer free information to 
anyone who asks, featuring a community of volunteers answering questions 
that cannot be handled by automated systems.44 

 

                                            
36  Zahdeh, L. (2003), p. 1 
37  Chang, G. et al. (2001), p. 9 
38  Lin, J. et al. (2003), p. 1 
39  Kwok, C. et al. (2001), pp. 242-244 
40  Katz, B. et al. (2002), pp. 1-2 
41  http://www.ai.mit.edu/projects/infolab 
42  Shah, U. et al. (2002), p. 462 
43  http://www.wondir.com 
44  Sherman, C. (2003) 





3. Search Engines 

Traditional IR models, as discussed previously, deal with information in well-
structured databases. In contrast, the Web consists of a large mass of unstruc-
tured and unreliable document collections where the meaning of information is 
not always obvious.45 

3.1. Challenges 

The major challenge in search engine design is to construct a model that gene-
rates relevant and manageable results in response to well-formed queries. This 
is a complex task. Web search engines are faced with numerous problems not 
encountered in traditional information retrieval, where the focus is on relatively 
small, static, and homogeneous document collections. The Web contains an 
enormous amount of dynamic, heterogeneous, and hyperlinked information. 
This demands a technology able to rapidly search a vast amount of frequently 
updated documents. Storage space must be used efficiently and queries must 
be handled immediately. With the explosive growth of the Web, these tasks are 
becoming increasingly difficult. 

3.1.1. Spam 

Because search engines are commonly used to find information on the Internet, 
many Web developers pay careful attention to a site's ranking. Research indica-
tes that 85 % of users tend to look only at the first result page.46 This leads 
some site builders to attempt to manipulate their placement to get ranked within 
the top ten results.47 

Search engines regard all techniques used to manipulate the relevance of a do-
cument as spam. Conversely, techniques used to make relevant documents 
more accessible or to prepare text for optimal usage are not regarded as 
spam.48 

3.1.2. Content Quality 

In traditional media, the publication of information is often associated with high 
costs and can therefore involve substantial financial risk. The Web is a new me-
dium that enables publishers to operate at extremely low cost. In many cases 
there is no editorial process. As a result, information may be false, outdated, 
poorly written, or plagued with misspelled words, poor grammar, or OCR 
errors.49 For a search engine, the challenge is to detect high-quality content for 
the retrieval. 

                                            
45  Machill, M. et al. (2003), pp. 18-19 
46  Silverstein, C. et al. (1998), p. 10 
47  Ferber, R. (2003), pp. 291-292 
48  Glöggler, M. (2003), p. 187 
49  Baeza-Yates, R., Ribeiro-Neto, B. (1999), p. 368; Nekrestyanov, I., Panteleeva, N. 
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3.1.3. Quality Evaluation 

There are many new and promising ideas being developed for improving the re-
levance of search results with novel algorithms. For users and from a computer 
science perspective, it is important to determine if these new algorithms are 
effective.50 Relevance is a concept that is intuitively understood, but very tricky 
to define.51 Aspects of retrieval efficiency, e.g., speed or processing, can be 
measured precisely. Aspects of retrieval effectiveness, e.g., the ability of a sys-
tem to satisfy the information needs of a user, are more complex and traditio-
nally involve IR laboratory experiments.52 One aspect of effectiveness is preci-
sion, the relevance of a return to the user. Another important element is recall, 
the amount of relevant information made available to the user. 

3.1.4. Invisible Web 

Only a portion of the Web can be accessed through the use of search engines. 
Content not searchable is sometimes called the ‘invisible Web’ or the ‘deep 
Web’ and exists in specialized databases.53 A document’s inaccessibility can re-
sult from various factors.54 Most spiders ignore dynamic Web pages that are ba-
sed on databases and exclude dynamic documents that contain a ‘?’ in the 
URL. Additionally, many pages are protected with passwords. A search engine 
may, in effect, show the front door of a library but not its content.55 The content 
can only be searched using the retrieval tools offered by the database. 

Because a large proportion of the invisible Web is found in topic-centered data-
bases produced by professional content providers, it is often of a higher quality 
than that of other Web documents.56 It is therefore very important for search en-
gines to find a way to index its content to obtain an acceptable level of quality. 
Cooperation with content providers is important in this regard. 

3.2. Search Engine Architecture 

Figure 2 shows the basic architecture of an Internet search engine: a crawler, 
an indexer, and a query engine.57 

The crawler starts from a given set of URLs and follows links to reach other pa-
ges. All URLs appearing in the retrieved documents are parsed to the crawler 
control module, which determines the links to be visited next by the crawler. Re-

                                                                                                                                
(2002), p. 208 

50  Hawking, D. et al. (1999), pp. 243-244 
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trieved documents are stored in the page repository. The indexer module ex-
tracts all the words in the documents and assigns the URLs where each word 
was found. The result is a huge ‘lookup table’ that shows all URLs that point to 
pages containing a certain word. The query engine module compiles search re-
sults that depend on the indexes. There is typically a very large set of result do-
cuments, then sorted for relevance by the ranking module. 

Figure 5: 
Search Engine Architecture 

Source: Arasu, A. et al. (2001) 

3.2.1. Crawler Module 

The crawler module downloads Web pages for later processing in the indexing 
module. The crawler starts at a particular set of URLs and then accesses all the 
links from it.58 Newly found URLs are put in a queue to be visited and scanned 
by the crawler. In this manner, it traverses the graph formed by the Web 

Since crawlers cannot download all documents, they prioritize the URLs and vi-
sit the ‘important’ Web pages first. This potentially difficult process is known as 
page selection. Page refresh is another problem, given that Web pages are up-
dated at very different rates. Thus, the crawler has to decide whether or not to 
revisit a site. This has a significant impact on ‘freshness’. For example, a news 
site will likely change its content more often than many other sites. 
                                            
58  Bradman, O. et al. (2000), p. 9 
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The page repository is a system that stores large collections of Web pages. It 
provides an interface for the crawlers to store downloaded Web pages that can 
then be accessed efficiently by the indexer and the collection analysis modules. 

3.2.2. Indexer 

The indexer reads the text of documents, building both a text index and a link 
index. The collection analysis module builds a range of further useful indexes 
based on these two indexes. 

The inverted indexes are perhaps the most important structure for text-based 
retrieval (text index). They consist of a set of inverted lists for each word. An in-
verted list provides information about the appearance of certain words in a 
collection in the form of a sorted location list. In a simple case, location informa-
tion consists of a page identifier and the position of a word in that page. Search 
engines can use other information about a word’s occurrence and store it in 
additional payload fields. For example, words in headings, boldface, italics, or 
anchor text might be weighted more heavily in the computation of a ranking. 
Most text indexes also contain a lexicon, a list of all terms occurring in the index. 

The index of a document’s link structure (link index) is built by modeling the 
Web as a graph with nodes and edges. Each page represents a node; the hy-
perlink between two pages is an edge. The inverted Web graph provides neigh-
borhood information such as the set of pages pointing to a given page. It is 
used by link-based ranking algorithms like PageRank or HITS for calculating a 
page’s importance. Neighborhood information is also employed in the retrieval 
of ‘related’ pages. 

The collection analysis module is used to build utility indexes. A search engine’s 
features and its ranking algorithm determine the number and style of these in-
dexes. An index listing all the pages on a site is required for a search engine 
that allows searches restricted to that site. This index shows a list of all pages 
that belong to a certain domain. Another example is the PageRank algorithm 
that needs pre-computed neighborhood information about the importance of a 
page for the ranking at query time. 

3.2.3. Document Preprocessing 

Document preprocessing specifies the words used as index terms. Not all 
words in a document are of the same importance semantically. Nouns are con-
sidered most representative because they tend to carry greater meaning. In 
contrast, a word like ‘the’ is rarely important and its use might lead to the retrie-
val of irrelevant documents. Five operations characterize these distinctions, 
controlling the size of the vocabulary, reducing noise, and improving retrieval 
performance.59 
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Lexical Analysis involves the conversion of a stream of characters into a stream 
of words.60 The recognition of words may seem like a simple task, but there are 
some cases, that require careful consideration. Abbreviations (e.g., ‘cf.’), poten-
tially confused with the last word of a sentence, need to be identified. Hyphena-
ted words represent another difficult context-dependent decision. Due to incon-
sistent inclusion of hyphens, a break-up of hyphenated words might be useful. 
This can be problematic, however. The hyphen may be part of a proper name 
(e.g., ‘MS-DOS’) or be used to split a single word at the end of a line into two 
syllables. Numbers are usually not selected as index terms; without surrounding 
context, their meaning is typically indeterminate. On the other hand, a 16-digit 
number that identifies a credit card could be highly relevant. 

Stopwords are words that occur in nearly all documents of a collection. They 
are not good discriminators and generally should not be chosen as index terms. 
Articles and prepositions are commonly included in a so-called stoplist, useful in 
reducing the size of the index structure. This compression can provide a higher 
performance but can also reduce recall. For example after elimination of stop-
words, the phrase “to be or not to be” might leave only the term ‘be’. 

Stemming is a process of substituting words with their respective stems to im-
prove the relevant match between the terms of a query and a page’s text. Plural 
or past tense suffixes are examples of variations that could prevent an exact 
match between query and document content. For instance, the stem of the word 
‘connect’ has variants like ‘connected’, ‘connecting’, ‘connection’, and ‘connec-
tions’. Stemming increases retrieval performance by eliminating variants of the 
same root word, thereby reducing the size of the indexing structure. 

In a full text representation, all the words in a document are used as index 
terms. Otherwise an index term selection is needed to identify the index terms. 
In an automatic approach, index terms are selected. The identification of noun 
groups, chosen for their semantic weight, is a common practice. 

In a simple case, the thesaurus consists of a precompiled list of words important 
in a given domain of knowledge and a set of related, often synonymic, words for 
each word in that list. More complex thesauri involve the normalization of voca-
bulary and the inclusion of phrases.61 

3.2.4. Query Module 

The query engine module receives and fills search requests from users, relying 
heavily on the indexes and sometimes on the page repository. Due to the Web’s 
size and because users typically enter only one or two keywords, result sets are 
often very large. 
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3.2.5. Ranking Module 

The ranking module sorts the results a return by their relevance to a query. 
Most traditional techniques rely on measuring the similarity of query texts with 
texts in a collection’s documents. 

3.3. Ranking Techniques 

A key to successful search engine design lies in the development of effective al-
gorithms.62 Unfortunately, many of the techniques used in commercial search 
engines are not published in detail.63 Most search engines use a variation of 
Boolean and vector model for ranking.64 IR should involve not only the content 
of documents, but also the logical structure, the layout, and external attributes 
of documents, as well as user involvement.65 

3.3.1. Internal Content 

When internal content is used for ranking, documents are rated highly if the 
query terms occur frequently. Visual presentation details, such as the font size 
of words, can also be relevant for ranking: Words formatted in a larger or bolder 
font are typically weighted more heavily than other words. 

The Term Frequency (TF) Algorithm is based on Zipf’s law. As a word’s occur-
rence in a document increases, its relevance rises.66 The simplest form is the 
counting of keywords, where term frequency measures the occurrence of a key-
word in a document. This method is not suited for short texts because most 
terms likely occur only once or twice. 

The Inverse Document Frequency (IDF) Algorithm is collection-dependent and 
weights a keyword in relation to its frequency.67 Words that occur in numerous 
documents of a collection generally make poor indicators. For example, the 
term ‘computer’ is not suitable as an index term in a computing collection if it 
occurs in nearly every document. On the other hand, a word appearing in only a 
few documents of a large collection is useful because it narrows down signifi-
cantly the number of documents in a return. The IDF Algorithm assigns weight 
to a query term, where low frequency terms are likely to point to relevant docu-
ments. An improvement is the TF.IDF weighting, where term frequency weights 
are multiplied by collection frequency weights.68 

Information about the logical structure of a document can also be used to 
weight query terms. In this approach, a term that occurs in the title of a docu-
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ment would be regarded as more relevant than one found in the body.69 The re-
lative position of a term can also be used for weighting. A term that occurs at 
the beginning of a page might reasonably be weighted more heavily than a term 
found in the middle or end of a document. Announcements from news agencies, 
for example, generally start with the important facts and follow with background 
information. For this reason, some search engines weight terms that occur in 
the beginning of a text more heavily. 

3.3.2. Usage Information 

The technology of click popularity was developed by DirectHit.70 It collects infor-
mation on the queries individual users submit to search services, the pages 
they look at subsequently, and the time spent on each page. This information is 
used to return pages that most users visit after deploying the given query. Thus, 
the ranking depends on user activity. 

Alexa, a search engine of Amazon, uses another approach to exploit usage in-
formation. Alexa observes the movements of registered users to find typical surf 
patterns to sites with similar content.71 Alexa72 partnered in 2002 with Google 
and now provides additional information to its search result. 

3.3.3. Link-Based 

This approach involves analyzing the hyperlinks between Web pages. Vast 
scale and highly variable content quality can give poor results in traditional infor-
mation retrieval techniques. Web search results can be improved by using the 
information provided by link structure between the pages. Hypertext Induced 
Topic Search (HITS) and Google’s PageRank are the best-known of these algo-
rithms.73 The Web is modeled as a graph containing a node for each page and 
a directed edge between linked pages. This link graph can be used for ranking, 
finding related pages, and various other purposes.74 The methods of link analy-
sis are based on the following assumptions:75 

An author recommends another page by setting a link to it. Pages with many in-
coming links are highly recommended.76 This can be implemented by a simple 
link count or a calculation of page weight, where links from popular sites are 
held to be of greater value. Linked pages are more likely to be about the same 
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topic than those that are not linked.77 The anchor text of a link describes the 
content of the target page. 

The underlying principle is that a Web page referenced by many sites is likely to 
be more important than a page that is rarely referenced. This is analogous to ci-
tation analysis, where an article widely cited is considered better than one infre-
quently cited.78 

Search engines can associate the text of a link with the page that the link is on 
and in addition with the page the link points to. The use of pointing anchors has 
advantages. First, anchors often give a better description of Web pages than 
the pages themselves. Second, anchors may exist for document elements that 
cannot be indexed by a text-based search engine, such as images. This makes 
it possible to return information that has not been crawled. 

A simple query-independent method can score pages according to the number 
of links pointing to the page: the larger the number of hyperlinks, the better the 
page. In this approach, every link has the same importance. There is no diffe-
rence between links from high- and low-quality pages. This simplified ranking is 
not a very effective measure, since it is quite easy to artificially create a lot of 
pages to point to a certain page through spamming.79 

PageRank is a solution to this problem of manipulation. Developed by Brin and 
Page at Stanford University, it is the technique underlying Google’s global ran-
king scheme.80 PageRank is designed to capture the importance of a page, ex-
tending the basic citation idea by measuring the importance of documents that 
point to a given page. This calculation of global importance is called rank va-
lue.81 Google’s success demonstrates that PageRank is an effective method of 
ranking pages. However, as Beaza-Yates et al showed, PageRank tends to 
give higher ranks for older pages. They propose a modification of PageRank to 
correct this bias against newer pages.82 Pretto proposes a personalized Page-
Rank depening upon user feedback regarding importance.83 

The Hypertext Induced Topic Search (HITS) algorithm was first proposed by 
Kleinberg.84 It is a query-dependent ranking method that creates scores for au-
thority and hub sites. Authority pages are those most likely to be relevant to a 
particular query because many links point to them.85 Hub pages are not nece-
ssarily authorities themselves but at least point to several authority pages. This 
creates a positive two-way feedback in which better authority pages are linked 
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from good hubs and better hub pages come from links of good authorities.86 To-
pic distillation87 describes the process of finding high-quality Web sites accor-
ding to a query topic. It seeks to use only the most authoritative sources instead 
of all documents considered relevant. 

Smider88 is a search engine inspired by Kleinberg’s HITS algorithm. It identifies 
topic-related communities crawled according to the query topic. 

3.4. Trends 

The ideal search engine is a tool that understands any query, no matter how 
poorly constructed, and immediately retrieves the perfect resource.89 No single 
innovation is sufficient to achieve this goal. The technologies presented in this 
section illustrate trends in search engine development. 

3.4.1. Usability, Visualization, and User Interface 

The easy interpretation of a mental desire of information into a useful query is 
one of the greatest challenges in search engine design. Most users do not want 
to learn a search language that would enable them to skillfully restrict a search 
and retrieve relevant documents.90 Vague queries with one or two words are 
common. 

Google’s success indicates that many users do not want a broad personalized 
portal with a lot of confusing features. They simply want quick and easy access 
to relevant information. Usability can be improved by anticipating faulty opera-
tion. When integrating intelligent features (like the correction of spelling errors), 
it is important to provide the impression of a utility that is easy to use. 

Methods of intuitive user guidance try to specify the query of the user.91 Vivi-
simo92 is an example of a metasearch engine that automatically clusters search 
results into categories selected from words and phrases contained in the search 
results themselves. If the Internet is seen as a giant facility in which books are 
spread on the floor, Vivisimo could be seen as a librarian who places them on 
shelves in a way that makes sense.93 This technique allows for effective queries 
of only one or two words, reducing the number of hits to a manageable amount. 
A spell check function is another example of cluster analysis.94 In contrast to 
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conventional systems that use dictionaries, new systems use past queries to 
deliver the correct formation. 

Most search engine designs present search results as ranked lists of docu-
ments with information like URL, title, and keywords in the return.95 Methods of 
visualization allow the presentation of hits according to their context,96 where 
maps enable the user to see the context of documents and intuitively expand 
the query. KartOO97 and Mooter98 are examples of metasearch engines that 
offer search results employing clustering.99 

3.4.2. Semantic Web 

As the Web expands with sites written in natural language, finding specific infor-
mation becomes increasingly difficult.100 Berners-Lee, the inventor of the WWW, 
envisioned a Semantic Web capturing the meaning of content.101 The idea is 
that the Web as a whole can be made more intelligent and intuitive about ser-
ving user needs with the help of machine-understandable semantics. 

Although search engines index a large amount of the Web's content, they are li-
mited in their ability to show the exact pages a user wants. The Semantic Web 
would bring structure to content by giving a defined meaning to information. The 
enrichment of content with formal semantics enables search engines to reason 
about the content of Web sites. "Expressing meaning" is the main task of the 
Semantic Web.102 

Berners-Lee predicted a five-layer architecture in which developers and authors 
use self-descriptions and other techniques so programs can interpret context 
and selectively find what users want. With the use of background knowledge 
like the semantic correspondence between words, they are more likely to return 
relevant information. The Semantic Web uses additional sources to add infor-
mation about meaning with the help of ontologies.103 

3.4.3. Comparison Shopping Enhancements 

Buyers compare products not only by price, but also by several other condi-
tions, like discounts or return policy. It is difficult to develop an intelligent system 
that supports matchmaking of current E-commerce sites because these com-
plex product conditions are typically described inconsistently in natural lan-
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guage. The standardization project RuleML tries to solve this problem by defi-
ning a set of rules. 

Customers are sometimes provided incentives, special conditions designed to 
encourage the purchase of a subclass of products. For example, most theme 
parks offer weekday discounts. Airline ticket pricing often includes details regar-
ding advance purchase, minimum stay, and stopovers. These incentives, esta-
blished according to a vendor’s intentions, often result in complex price struc-
tures, making evaluations of available offers a difficult task. Moreover, the struc-
ture of incentives between vendors can vary widely and they usually do not 
correspond with the motivations of buyers.104 

3.4.4. Query Reformulation and Cross-Language Retrieval 

While effective use of Web search engines requires careful construction of 
search queries, additional relevant documents can be retrieved by a process of 
assisted reformulation.105 This involves first expanding the query term with addi-
tional terms from relevant documents, then reweighting the terms of the expan-
ded query.106 

A popular reformulation strategy is relevance feedback, where the user exami-
nes retrieved documents and indicates which documents are relevant and 
which are not. Important terms and expressions are given greater weight in the 
reformulation of the query, leading to the retrieval of more relevant documents. 
This feedback cycle provides additional cluster support, built through user inter-
activity. The identification of terms related to the query term can automatically 
provide the description of a larger cluster of relevant documents. 

Many Web pages are published in languages other than English and many In-
ternet users are non-native English speakers that can read and understand 
English but feel uncomfortable in formulating queries in a foreign language.107 
Even if the user knows several languages well, there is still the problem, that 
the query must be formulated in each language. A query translation tool would 
be useful. 

A simple dictionary based translation tool could be extended with relevance 
feedback and thesaurus-based increase of keywords.108 Another method to rea-
lize the translation is the usage of large parallel texts that are found on multilin-
gual Web sites. Existing search engines could be used to find Web pages on 
the net to build the needed parallel corpora automatically.109 
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3.4.5. Hybrid Search 

Many content providers charge for high-quality content hidden in the invisible 
Web; search engine designers seek means to index this content.110 Scirus,111 
operated by Reed Elsevier, is an example of a hybrid search engine that inclu-
des paid content. Beyond returns from scientific Web sites, it points to docu-
ments other search engines don't index. This allows access-controlled sites like 
scientific journals to be searched. A hybrid search engine requires cooperation 
with content providers and contracts between all parties.112 

3.4.6. Natural Language Processing and Web Question Answering 

In field of natural language processing (NLP), search engine designers work 
with linguists to understand the meaning of text and act accordingly. NLP-based 
search engines use algorithms that rely on phonetics, morphology, syntax, se-
mantics, discourse, and pragmatic content. For instance, when searching on 
Europe, a return might be improved by including France, Germany, and Italy in 
the query.113 

In contrast to Information Extraction (IE) systems, where templates are filled 
with information from a defined domain of extraction, IR systems do not specify 
exactly where answers are located. Question Answering (QA) systems formu-
late answers to natural language questions, taking IR and IE a step further.114 
Web-based QA systems provide an intuitive user interface for searching, with 
answers reported in natural language instead of a large set of documents. 

In a generic QA system, search engines could replace the static collection of 
documents. This does, however, create a few potential problems. First, the QA 
system must understand the syntax of the search engines. For instance, some 
search engines differ in their use of Boolean operators. Second, network la-
tency and the problem of inaccessible documents should be considered. Finally, 
inconsistent Web document structures must be transformed. 

3.4.7. Personalized Search 

The relevancy of search results can be improved significantly through personali-
zed search,115 where user interest is used to refine a return.116 Applications of 
this feature have been limited by privacy concerns and technical problems. 
Users fear that a detailed profile of searched terms and visited sites might be 
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made available to marketers or government institutions.117 The distinction be-
tween techniques that can enhance user experience (like Google’s cookie) and 
a registration process that collects personal data such as real name, age, and 
address (like Yahoo membership) is important in this context.118 

Google recently started a beta test for Gmail119, a free webmail account with 
1000 MB of free storage that promises to allow users to search their email as 
easily as the web, providing the company a closer connection to the user.120 
This service is financed with contextual advertisements, enabling the construc-
tion of user profiles that could be important for further developments in persona-
lized search. Privacy concerns are raised by the fact that Google scans the con-
tent of private mail to include relevant ads.121 Organizations like the World Pri-
vacy Forum have a view of data gathering very different from that of many cor-
porations. In an open letter,122 they have expressed a fear that companies and 
even governments will walk through the email-scanning door once it is made 
available. If people come to accept having the content of private email scanned 
for ad delivery, exploitation could become a real possibility. 

Google’s experimental Lab123 has presented a beta version of a search engine 
that tailors search results according to user preferences and a news service that 
alerts users when new information on a specific topic is found.124 The search is 
personalized manually by the user through categories. With the help of a slider, 
results can be rearranged to add more or less emphasis to profile information. 
Future systems should be able to adapt automatically to preferences and give 
users a chance to define different roles for themselves. 

Yahoo125 allows users to personalize content with modules.126 A user can 
change layout and pick content modules that are of interest (e.g., a document’s 
news or travel information). The content of the modules is filtered according to 
preferences the user has submitted. Some content, like sports events, is custo-
mized automatically according the zip code of the user. The search can be fur-
ther customized for language, the number of documents to be retrieved, and the 
use of an adult filter. 
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3.4.8. Local Search 

The search for local information is often frustrating; isolating relevant data can 
be difficult. Users who want information on a local restaurant or hairdresser are 
not interested in results from other parts of the world. Consequently, local 
search has recently become the focus of aggressive attention and effort of all 
major search engines.127 It has the potential to combine the advantages of the 
profitable Yellow Pages industry and advertising revenue from small and me-
dium-sized businesses with the convenient interface of a keyword-based search 
engine. The challenge for designers is to find ways to filter irrelevant or unstruc-
tured data.128 

A recent study of information about New Zealand found no significant benefit 
using a local search engine.129 One possible explanation for this outcome is that 
the engine lacked adequate features. Another reason may be that there are a 
lot of relevant documents outside local .nz domains. 

Nevertheless, there is a big potential for local search engines. Citysearch130 is 
an example of a local search service providing information about businesses 
like restaurants, retail merchants, travel agents, and professional services. 
Google has recently added structured data from Yellow Pages to the beta ver-
sion of Google Local.131 

3.4.9. Social Networks 

A social network is established by all the relationships an individual has with fa-
mily, colleagues, neighbors membership groups, etc.132 On the Internet, social 
network sites make connections between individuals based on recommenda-
tions from friends.133 Friendster134 was one of the first social network communi-
ties, connecting people though networks of friends and friends-of-friends. 

Eurekster135 is an example for a search engine that combines the concept of so-
cial networks with traditional search engine technology. In contrast to the 
common practice of personalized search, results in this context do not depend 
on who you are, but rather on whom you know.136 In this approach, a personali-
zed search allows users to share popular Web sites within a community.137 
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132 Pujol, J. et al. (2003), p. 381; Zhong, N. (2003), pp. 8-9 
133 Reardon, M. (2004) 
134 http://www.friendster.com/ 
135 http://www.eurekster.com/ 
136 Sullivan, D. (2004a) 
137 In contrast to traditional user feedback, this technique is much more resistant to 

spam because a manipulation would only affect a ranking within the network. 
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Users invite friends to join a social network and preferred results of network 
members appear at the top of the return.138 Google’s release of a social networ-
king service called Orkut139 demonstrates the popularity of this concept.140 

3.5. Revenue Sources 

Google’s planned IPO is expected to be the biggest since the dot-com bubble 
burst, possibly reaching a valuation of as much as $25 billion USD.141 TNS 
Media Intelligence/CMR ranks Yahoo third among Internet companies in adverti-
sing revenues ($807 million in 2002, an increase of more than 35 % from the pre-
vious year).142 The company’s executives estimate that each percent of the search 
market share is worth $200 million in revenues generated from paid listings.143 

These examples illustrate the expanding market for search engines and their 
potential as a business model. Most users do not want to pay for search servi-
ces. Thus, entrepreneurs in this market must find other sources of revenue such 
as advertising clients, content providers, portals, and even other search en-
gines. The following figure provides a classification of possible sources. It is im-
portant to seek an optimal combination. 

Figure 6: 
Revenue Sources 

Source: own representation 

                                            
138 Gaither, C. (2004) 
139 http://www.orkut.com/ 
140 Sullivan, D. (2004b) 
141 Salkever, A. (2004) 
142 Endicott, R. C. et al. (2004), p. 38 
143 Morrissey, B. (2004) 
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3.5.1. Direct Revenues from Users 

Some users are willing to pay for high-quality content not affected by the inte-
rests of third parties. Scientific researchers, for example, rely on respected jour-
nals and other credible sources. Some hybrid search engines include this type 
of paid content in their results. 

Among traditional media, the pay TV market has demonstrated that some con-
sumers prefer high-quality programming not interrupted by advertising. Search 
providers could adopt this strategy by charging directly for services or offering 
subscriptions. 

AllAcademic144 is an example of a subscription-based niche search engine for 
research needs presenting peer-reviewed conference proceedings and journal 
articles from the social sciences. Users pay for this service because they get an 
interface for access to high-quality, reliable content hidden in the deep Web.145 

3.5.2. Indirect Revenues 

The lion’s share of search engine revenue is generated through advertising 
(paid listings), which allows unpaid editorial listings to be provided for free.146 
This same pattern is found among traditional media. But in contrast to promo-
tions in newspaper and television outlets, paid and editorial listings on the Web 
can easily be mixed. Since this is widely recognized, search engines working to 
build reputation and long-term relationships with satisfied users are well-advised 
to label their paid listings as such. 

Some search engines include banner ads147 in result pages. Advertising clients 
typically contract for the number of times the banner was included.148 Keyword 
banners appear for specified words entered in a query as a means to narrow 
down the target group; random banners appear by chance.149 

While traditional search engines rank documents by relevance, paid placement 
services rank them in relation to the fee paid for a chosen keyword.150 Nearly 
every major search engine with significant traffic accepts paid listings. This 
unique form of advertising means that the owner (or stakeholder) of a Web site 

                                            
144 http://www.allacademic.com/explore.html 
145 Dvorak, J. C. (2004) 
146 Sullivan, D. (2003b) 
147 A banner is a graphic display linked to an advertiser’s Web page that contains a 

short text or graphic message to promote a product. 
148 Advertising clients can be charged in a variety of ways: first, by view, where pay-

ment is based on the number of times an ad is displayed; second, by click, where 
the client pays only for the number of visitors directed to the site; third, by lead, 
where payment is collected only if the directed visitor fulfils a prescribed lead such 
as registering for a special service; and finally, by sale, where a commission is 
charged for visitors who actually buy something.  

149 Turban, E. et al. (2000), pp. 119-124 
150 Goh, D., Ang, R. (2003), p. 87 
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can be guaranteed his pages will appear in the top results for specified terms. 
Clients bid for keywords that describe a site and pay for every click the search 
engine sends them. Overture151 is the oldest paid placement search engine, 
and perhaps the most important because it distributes its listings to a wide 
range of major service providers, including AltaVista, AOL Search, Lycos, Hot-
Bot, and Netscape Search. 

Google runs a program called AdWords152 that places paid listings on its own 
site as well as on some others. Clients bid for placement and pay each time 
someone clicks through. AdWords included on other sites (in a programme 
called AdSense.153) are known as contextual ads. AdSense is designed for pu-
blishers who want to receive revenues from text-based ads relevant to the con-
tent of their pages. 

Contextual advertising contrasts with the pay-for-performance model in that re-
sults do not appear on the search engine, but rather on pages of other sites.154 
Kandoodle155 is a search engine that offers only contextual marketing, where 
clients can select a specific category for their ads.156 

A content provider can pay to have a site included in the index of a search en-
gine. These paid inclusion programms guarantee placement but do not address 
ranking. There is no guarantee that included pages rank well, but sites enrolled 
in paid inclusion programms are likely to receive more visitors than those that 
are not.157 In contrast to paid inclusion, a paid submission service charges for 
the application of a Web site but there is no guarantee that it will be accepted. 

Detailed data about consumers are a valuable resource that search engines are 
able to generate.158 Through data mining, the search activity of a user can en-
rich a profile for direct marketing. Yahoo announced a program in which the 
search activities of their e-mail users would be tracked and used to promote 
search-related products of third party vendors. The service, called Yahoo Im-
pulse Mail, would affect only those who opt in.159 Users who want to keep their 
searches private would simply log out as a Yahoo member.160 Perhaps because 
of unfavorable public reaction, the service has not yet started. 

                                            
151 http://www.overture.com 
152 http://adwords.google.com 
153 https://www.google.com/adsense 
154 Churchill, C. (2004) 
155 http://www.kanoodle.com 
156 Thurow, S. (2004) 
157 Sullivan, D. (2000) 
158 Zerdick, A. et al. (2001), p. 27 
159 Oser, K. (2002) 
160 Sullivan, D. (2003a) 
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Major search engines can also gain revenues from licensing. Google, for exam-
ple, has gained substantial revenue from licensing technology to portals and di-
rectories like AOL and Yahoo.161 

The current indexes of major search engines include more than four billion Web 
pages. The availability of this infrastructure to metasearch engines, niche en-
gines, and innovative agents will surely lead to an expanding market of services 
for locating information. 

 

                                            
161 Machill, M. et al. (2003), p.20 



4. The Information Market 

Previous chapters provided an overview of technical aspects of search engine 
architecture. In the search for the optimal design, it is important to take a closer 
look at circumstances particular to the traded good (information), the media 
market, and the resulting goals of different stakeholders. 

4.1. The Information Economy 

Content is the main resource of the Information Society. Through query ranking, 
search engines determine which documents will be displayed. This places them 
in a position of power and social responsibility,162 an Internet bottleneck redu-
cing the flood of information to a manageable volume.163 

In the past, publishing information was expensive, a financial risk limiting pro-
duction.164 The ease and affordability of Internet publishing has led to a dimi-
nished overall quality.165 Content providers are challenged to design new busi-
ness models linking editorial products and corporate communication without 
threatening credibility.166 

As internal agents helping users sort through the wealth of material available 
online,167 search engines must confront two problems: selection and interpreta-
tion. Selection can be managed with ranking algorithms as discussed previous-
ly. The need for interpretation occurs with increasing amounts of information 
and a declining fraction of meaningful content. 

The Internet triggered an explosion of information. As an experience good,168 its 
relevance cannot be judged prior to consumption. Even then, judging its value 
can be difficult. Search engines, like other media producers, seek to build repu-
tation and establish brand loyalty as a substitute for knowledge about quality. 

The search engine user behaves as a ‘Satisficer’ or ‘rational ignorasmus’, 
accepting offers in the form of top search results and disregarding the rest. 

4.2. Transaction Costs 

In contrast to the neoclassical economic model, characterized by complete 
transparency with perfect and free information, the market for information is 

                                            
162 Introna, L., Nissenbaum, H. (2000), pp. 169-171 
163 Machill, M. et al. (2002), p. 8 
164 Kiefer, M. (2001), Medienökonomik, pp. 352-356 
165 Compared to traditional mass media, Web publishing entails minimal costs. Readers 

can break out of their passive role and become journalists themselves. 
166 Machill, M. et al. (2002), p. 17 
167 In contrast, a printed TV guide is an example of an intermedia product that helps 

readers cope with the information flood of another medium, television. 
168 Shapiro, C., Varian, H. (1999), p. 5 
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associated with transaction costs that raise the price of products. Transaction 
costs can be divided into search, decision, and control costs. 

The demand for information depends in part on its benefits, while the propensity 
to extend a search increases with: 

• transaction value (relative to a total budget) 

• actual or assumed price dispersion 

• higher user aversion to risk 

• lower individual search costs 

• lower urgency of demand  

• lower-rated experiences with alternative offers.169  

A recipient cannot check all potentially relevant material and wants reliable 
sources. Transaction costs can be lowered by sorting a collection of informa-
tion, providing it with a clear structure, and enhancing its credibility. 

Professional editors (like those at Yahoo) can reduce the volume and increase 
the quality of a collection of documents (sorting). Kleinberg’s HITS algorithm is 
designed to find authority and hub sites relevant to a query (credibility). 
Google170 uses the DMOZ directory171 to establish a clear structure and sort 
sites by importance (structure).172 

4.3. Economics of Attention 

In the traditional economic model, the production and distribution of goods is 
determined by the allocation of limited resources. Our society has moved to an 
economy based largely on information, a resource typically not subject to scar-
city. In fact, we are in many ways facing a flood of information that is often diffi-
cult to manage. A key limited resource of the Information Economy is attention; 
the ‘New Economy’ could be described as the ‘Attention Economy’.173 User 
attention is the most important Internet resource.174 Information without atten-
tion has no impact. Media complement, compete, and replace each other but 
the user’s attention stays limited. 

Companies selling products or services online depend on the attention175 they re-
ceive from visitors.176 Their Web sites should offer free content and be well pre-
                                            
169 Zerdick, A. et al. (2001), pp. 39-42 
170 http://www.google.com 
171 http://www.dmoz.org 
172 This is measured with PageRank. 
173 Zerdick, A. et al. (2001), pp. 36-37 
174 Weichert, S. (2003), p. 1 
175 Attention can be measured by stickiness and expressed in one of three ways: the to-

tal time a visitor spends on a site, the number of visits per user; or the number of 
pages viewed. 

176 Davenport, T., Beck, J. (2001), pp. 114-116 
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pared and easily found. Search engines address the last claim in particular, allo-
wing users to search the Web and select relevant documents.177 Search engines 
direct the attention of users, taking on the function of a powerful gatekeeper.178 

4.4. Mass Media 

Like traditional mass media, search engines provide information; finding the 
right information is the primary concern of search engine users.179 But, in con-
trast to traditional media, search engines do not produce content, but rather pro-
vide information about the location of documents containing desired content, di-
recting user attention accordingly. 

Traditional media industries are characterized by relatively high market concen-
tration resulting from economies of scale and scope.180 Economies of scale are 
the major incentive to horizontal concentration in the media sector. These eco-
nomies are characterized by non-rivalness of consumption. The average cost of 
production falls as output rises. The cost of the first copy of a newspaper, for in-
stance, is very high because of high fixed costs. Costs per unit fall with a rising 
print run. In the case of digital goods, this phenomenon is even more pro-
nounced because nearly all production costs accrue to the first copy, while dis-
tribution costs are minimal. The cost of generating an active index of more than 
four billion Web pages is very high, while the cost for this infrastructure is fixed. 
This creates advantages for large companies and leads to concentration in the 
media market. 

Economies of scope are the major incentive to vertical and diagonal concentration 
among media outlets. Vertical concentration occurs because non-rival resources 
(e.g., expertise and R & D activities) can be applied across market segments within 
a medium to achieve an improved cost structure. Diagonal concentration is made 
desirable by exploiting this opportunity in more than one medium.181 

Journalistic production and advertisement is characterized by economies of 
scope in production, distribution, and consumption. For example, the printing, 
delivery, and attention-drawing costs of a newspaper’s journalistic production 
can be used to subsidize advertising.182 

                                            
177 Meckel, M. (2003), pp. 8-9 
178 Machill, M. et al. (2003), p. 18 
179 Kiefer, M. (2001), pp. 53-57 
180 Kops, M. (1999), pp. 1-4 
181 A newspaper, for example, could extend its activities by acquiring a competitor 

(horizontal concentration), founding its own distribution company (vertical concentra-
tion), or launching an Internet portal (diagonal concentration). 

182 In production, for instance, there are costs for the printing machine that is needed to 
print the editorial part. The additional printing of advertisement does not cause high 
additional costs. The distribution network of a newspaper can also be used for ad-
vertisement with low extra costs. The attention that is created by the products of the 
journalist can also be used for advertisement in the consumption. 
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The following figure shows the connection between producers, ad clients, and 
recipients in traditional advertising-financed mass media associated with econo-
mies of scale and scope. 

Figure 7: 
Trilateral Relationship in Traditional Advertising-Financed Media 

Source: based on Zerdick, A. et al. (2001), p. 50 

This relation indicates that in selling the gained attention of recipients, adverti-
sing-financed mass media will always consider the interests of ad clients and 
not simply work to satisfy recipient needs for entertainment, relaxation, informa-
tion, etc. For the recipient, the programme seems to be free, but the actual cir-
cumstances are more complex.183 

This same pattern is found on the Internet. Search engines help users manage 
the large volume of information and retrieve documents sorted by relevance to a 
query. The majority of users are not willing to pay for content or search servi-
ces. Major search engines benefit from economies of scope and gain revenues 
by selling paid links from ad clients. The following figure illustrates how an ad-
vertising-financed search engine directs the attention of users to content provi-
ders and ad clients. 

                                            
183 Zerdick, A. et al. (2001), p. 50 
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Figure 8: 
Trilateral Relationship of Advertising-Financed Search Engines 

Source: own representation 

4.5. Diversity of Opinions 

Search engines select and judge the relevancy of information, providing them 
an important and powerful role in society. As with traditional media, one can le-
gitimately ask if the information goods of new media should somehow be regu-
lated184 to protect the public interest.185 

Since ad clients pay for search services, providers adjust to their requirements, 
creating a potential for market failure as performance from the perspective of the 
user deteriorates.186 Users must always keep in mind that major search engines 
are privately held companies with no obligation to serve the public interest.187 

Using a major search engine, it is very likely that users will be directed to large 
sites whose designers have the technical knowledge to win the ranking game. 
Users are less likely to find small and less popular sites not optimised by pro-
fessionals. In the current commercial model, search engines seeking to realize 
greatest popularity would tend to provide for the majority of interests. For a 

                                            
184 In Germany, the content of private broadcasting is required to represent a diversity 

of opinions. Minority views are addressed and important political, ideological, and 
social groups should have an opportunity to express themselves so that public opi-
nion is not influenced in an unbalanced way. See Kops, M. (1999), p. 11 

185 Kops, M. (2000), pp. 35-39 
186 Machill, M. et al. (2003), pp. 441-442 
187 Hargittai, E. (2004) 
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search engine, the cost of losing a small group of users may be outweighed by 
the benefits of addressing the masses and those paying for the various forms of 
enhanced visibility.188 

Media and other cultural institutions should be aware of this problem and monitor 
search engines in their role as powerful gatekeepers. Users either are not interes-
ted or do not understand the problems that arise from concentration in the search 
engine market. Therefore, media should work to improve user awareness.189 

In contrast to traditional media, search engines do not make decisions about the 
production of content.190 New ranking techniques, like the personalized or social 
network ranking discussed previously, rank Web sites by user interest and offer 
hope of solving this problem by turning the representation of a diversity of opi-
nions into a competitive advantage. 

 

                                            
188 Introna, L., Nissenbaum, H. (2000), pp. 175-177 
189 Salkever, A. (2003) 
190 Traditional media pay for broadcast programming and it is often not profitable to buy 

or produce a programme addressing minorities. On the Internet, a wide variety of 
opinion is represented on Web sites accessed for free. The task of a search engine 
is to direct the users to sites of interest. 



5. Search Engines from an Agency Theory Perspective 

5.1. The Basic Concept of Agency Theory 

Together with Transaction Cost and Property Rights Theories,191 Agency Theo-
ry is an element of Organizational Economics, an interdisciplinary perspective 
developed to explain the structure, power, and efficiency of institutions.192 It 
describes a contractual framework in which cooperative effort is often compro-
mised by opportunistic behavior. This problem can often be resolved through in-
centive systems and control structures. 

5.1.1. Main Concept and Assumptions 

In agency theory, individuals are assumed to be rational, risk-averse, and moti-
vated by self-interest, whereas organizations are characterized by goal incon-
gruence and information asymmetry.193 Information is seen as a commodity in a 
relationship in which the income of one party (a principal) depends on the beha-
vior of another (an agent). Principals control the means of production, delega-
ting authority to agents, and can choose to expend resources to obtain better in-
formation about agent behavior.194 

This structure has inherent problems.195 Agent goals may differ from those of 
principals (goal incongruence), principals cannot fully observe the actions of 
agents and may not be aware of information influencing their behavior (informa-
tion asymmetry), and the parties may have different attitudes toward risk 
assessment.196 Agency theory seeks to resolve these conflicts by applying suit-
able incentive schemes and control mechanisms.197 

Unfortunately, additional costs develop when a principal attempts to control 
agent misbehavior.198 Both principals and agents have an incentive to reduce 
these costs because benefits from savings can be shared between the two par-
ties. Thus, there is a common interest to define a monitoring and incentive 
structure that limits costs associated with information exchange.199 

                                            
191 Kiefer, M. (2001), pp. 54-57 
192 Saam, N. J. (2002), p. 5 
193 Karake-Shalhoub, Z. (2002), p. 101 
194 Child, J., Faulkner, D. (2002), p. 23 
195 Clegg, S. et al. (1996), pp. 124-125 
196 Demougin, D., Jost, P. (2001), pp. 23-24 
197 Karake-Shalhoub, Z. (2002), p. 102 
198 Heinrich, J. (2001), pp. 186-187 
199 Clegg, S. et al. (1996), p. 125 
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5.1.2. Agency Problems 

Problems that arise in principal-agent relationships can be classified into four 
categories, summarized in the table below.200 

Figure 9: 
Agency Problems 

Source: based on Saam, N. J. (2002), p. 30 

Hidden characteristics are present before the signing of a contract because an 
agent has private information about his own characteristics (e.g., misrepresen-
ted qualifications). Hidden intentions develop because an agent can act unfairly 
and ‘hold up’ a principal who cannot easily withdraw from a contract because of 
sunk costs. Hidden knowledge (also known as hidden information) is similar to 
hidden characteristics, but relates instead to circumstances that develop during 
the execution of a contract which can be exploited by an agent.  After a contract 
is completed, an agent can misrepresent his work in ways that cannot easily be 
observed or judged by a principal. This behavior is called hidden action. 

5.1.3. Solutions to Agency Problems 

There are a variety of common solutions for each of these agency problems.201 

• Monitoring and information systems, directed at hidden action problems, dis-
cipline agents by keeping principals well-informed about agent activities. 

• The importance of incentives as a means to address hidden information and 
hidden action problems increases as monitoring becomes less feasible. An 
efficient incentive compensation system allows agents to benefit from in-
creased productivity and provides a common objective. However, the imple-
mentation of an incentive system itself leads to additional costs, diminishing 
the expected higher returns. Incentive systems are typically used to solve 
hidden information and hidden action problems. 

                                            
200 Saam, N. J. (2002), pp. 28-31; Picot, A. et al. (2001), pp. 57-61 
201 Ibid., pp. 31-35 
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• Vertical integration between the parties allows principals to direct agents 
with a contractual relationship. Partnership is replaced by hierarchy with the 
possibility of sanctions. An employment contract is a typical example of verti-
cal integration that is applied to solve hidden intention problems. 

• Principals can induce agents to reveal hidden characteristics by self-selec-
tion, allowing them to choose from a set of contracts. 

• In signaling, an agent reveals hidden characteristics to obtain increased 
compensation. 

• Hidden action can be reduced through a bonding system under which agents 
agree to limits on their behavior and sanctions in case of non-fulfillment. 

• In screening, principals improve their selection process through, for exam-
ple, instruments such as assessment centers. 

5.2. The Optimal Delegation of Power 

In the Information Society, knowledge expands rapidly. The resulting flood of in-
formation leads to a greater emphasis on specialization and a division of labor, 
with an increasing reliance on the judgment of experts.202 Principal-agent-rela-
tionships result from the utilization of the benefits of division of labor.203 Delega-
ting power to an agent has both advantages and disadvantages. Judgments 
about extent of such delegation can be critical to success in business.204 

Agents have special skills that allow principals to conserve resources (e.g., 
time). In Figure 10, the marginal benefits of delegation are expressed by the MB 
curve. The first unit of time delegated to an agent yields greater marginal cost 
savings than the last. The marginal cost of a delegation of power (the C curve) 
represents both control costs and external costs and increases with expanded 
delegation.205 The optimal level of delegation is found at D*, where a further in-
crease of delegation would lead to more costs than benefits for the principal. At 
that point, the marginal costs and marginal benefits of delegation are equal. 

                                            
202 Kops, M. (1998), p. 5 
203 Jost, P. (2001), p. 1 
204 Blankart, C. (1994), pp. 274-279 
205 An agent is able to act more autonomously with a rising degree of delegation. This 

deviation from the instructions of the principal yields external costs that have to be 
added to control costs. These external costs rise with declining possibility to judge 
the quality of the product, benefits from specialization and level of delegation to the 
agent. See Kops, M. (1996), p. 9 
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Figure 10: 
Optimal Level of Delegation 

Source: Blankart, C. (1994), p. 276 

5.3. Power Roles 

Collecting and presenting links to information on the Internet is a process that 
involves different organizations and industries. Contemplating the optimal de-
sign of a search engine requires an understanding of the goals and needs of all 
those interacting groups. The next section presents a framework for strategic 
thinking based on Turow’s analysis of power roles in mass media industries.206 
The defined power roles illuminate the needs of the various groups, which could 
be described as goal-directed, boundary-maintaining207 activity systems. 

The groups need resources from the environment.208 A search engine, for 
example, has to rely on enterprises like content or network providers for resour-
ces. In this context, power involves applying resources to bring others to agree-
ment.209 Groups themselves are not power roles; they carry out activities related 
to a power role. Thus, a group can assume more than one role within the infor-

                                            
206 Turow, J. (1992), pp. 19-51 
207 Not everyone is allowed to participate in the group. For example, only editors em-

ployed by Yahoo can decide whether a site will be included in the company’s direc-
tory and how its content will be described. 

208 Resources are the people, supplies, information, services, and money gathered 
from outside the boundaries of the group. 

209 An example is a strike by a union. Unions rely on their control of labour resources to 
obtain higher wages. Not all exertions of power are so evident; often, the most effec-
tive are those not perceived by the people being influenced. 
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mation retrieval industry. A company acting as a content provider, for example, 
can also act as an ad client or a search engine user. 

The division of labor between search engines and other groups generates costs 
and benefits. The search for the optimal search engine design involves finding 
the simultaneously optimal levels of delegation between search engines and all 
interacting groups. A variety of power roles can be identified in the search en-
gine industry. 

Directories like Yahoo employ editors who decide which web sites will be inclu-
ded, classifying them into different categories and writing descriptions of their 
pages. Listed sites benefit directly from visitors browsing the directory and indi-
rectly from a higher ranking in crawler-based search engines.210 With search 
engines as principals delegating classification to editors as agents, problems 
like hidden action or hidden characteristics can develop. For example, an editor 
can do sloppy work or unjustly promote sites for reasons of personal interest. It 
is important to find the optimal level of delegation between directories (princi-
pals) and editors (agents).211 This raises questions about the assignment of 
tasks to one or more editors and also about their compensation.212 Job enlarge-
ment, where a team of editors is responsible for a number of categories, is a 
possible solution. 

Authority represents a society as a whole and can influence search engines 
with general conditions. Regulations and self-imposed obligations should in-
crease the welfare of a society.213 Racist, violent, pornographic, or anti-demo-
cratic content can have negative external effects on the society.214 In 2003, 
search engines appeared for the first time in the German law that requires a re-
presentative for the protection of children and young people.215 The establish-
ment of a voluntary code of conduct is a signal from search engine operators to 
both legislators and users. It demonstrates that they are accepting social re-
sponsibility and conserving resources that otherwise would have been expen-
ded to prescribe and enforce regulations. A more reliable signal from a code of 
conduct leads to lower control costs, a higher optimal level of delegation, and 
greater benefits resulting from a division of labor. Procedures to make the use 
of search engines more transparent are an important element of self-regulation. 
Users want to know whether a link is sponsored, what filtering takes place, and 

                                            
210 Web sites listed in important directories are considered to be more relevant by many 

ranking techniques. Furthermore, important directories like Yahoo or DMOZ are often 
the initial point from which crawlers start indexing. See Thelwall, M. (2001), p. 117 

211 For example, the harder it is to monitor an editor, the higher the control costs will be 
for a search engine, limiting optimal delegation. 

212 Kräkel, M., Sliwka, D. (2001), pp. 331-333 
213 In contrast, China’s decision to deny access to Google may well be diminishing that 

nation’s social welfare. The decision was based on censorship considerations; 
Google’s cache feature allows users to view blocked sites. This clearly illustrates the 
potential power of authority. 

214 Kops, M. (2000), p. 22 
215 Welp, C. (2003), p. 491 
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how results are ranked.216 Selfregulation217 is a research project at Oxford Uni-
versity investigating current self-regulatory codes of conduct. 

Investors control the financial resources of a search engine, seeking to maxi-
mize its market value. Examples for the influence of investors are the concern 
that Google could sacrifice long-term opportunities to meet quarterly market ex-
pectations because of outside pressure from the shareholders after the IPO218 
and the rumor about changes in Google’s ranking algorithm for the ‘Florida’ up-
date before the company’s forthcoming IPO.219 Search engine optimizers spe-
culated that, in order to win investors, Google might have set up a filter to gene-
rate irregular rankings and create a big turnover in the AdWords program. Im-
perfect markets with asymmetric information between capital seekers (search 
engines) and capital providers (investors) create risks resulting from the poten-
tial behavior of capital seekers. Uncertainties about quality and behavior can 
lead to agency problems. For example, investors can be cheated systematically 
by capital seekers who have more information than they do about the expected 
revenues of a search engine.220 This hidden characteristics problem can be re-
duced by contractual incentives or by monitoring. To limit monitoring costs, this 
task can be delegated to an institution that acts on behalf of all investors. A 
bank is an example of such a financial intermediary. Investors delegate the mo-
nitoring of the search engine to the bank and share the monitoring costs.221 The 
optimal level of delegation increases as control costs decline. 

Licensees purchase search engine technology. Google’s search results, for 
example, are shown on portals like AOL and Netscape.222 Niche and meta-
search engines can use the infrastructure (index) of a major search engine to 
display or enrich results according to user needs. In this scenario, the licensee 
is a principal employing the technology of a major search engine (agent). Infor-
mation asymmetries exist with regard to both the quality of the index and the 
ranking techniques. The resulting control costs can be reduced by third-party 
trust makers that have special knowledge to judge quality (screening). Marginal 
benefits will equal marginal control costs at the optimal level of delegation. The 
search engine can invest in a reputable brand name as a signal for quality. This 
can lower control costs, increase the optimal level of delegation, and maximize 
the benefits from a division of labor. 

The relationship among the three stakeholders (users, ad clients, and content 
providers) is determined by the willingness of users to pay, potential advertising 
revenues, and the goals and capabilities of the search engine. 

                                            
216 Alexander, M. (2003) 
217 http://www.selfregulation.info 
218 Schmidt, E. (2004), p. i 
219 Gupta, A. (2003) 
220 Hartmann-Wendels, T. (2001), pp. 117-121 
221 Ibid (2001), pp. 144-145 
222 Sullivan, D. (2004c) 
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The next section outlines two design patterns representing possible relation-
ships among stakeholders. 

5.4. Design Patterns 

Design patterns are the basis for strategies that determine a search engine’s 
field of activity, business model, and relationship to stakeholders. These 
patterns follow from criteria discussed previously.  

• technical aspects of search engine architecture, ranking techniques, and 
trends in Web search 

• the nature of information, the information market, and media industry 

• theoretical tenets of Agency Theory that elucidate stakeholder relationships. 

Different design patterns suggest different strategies. In contrast to a trilateral 
model, a direct relationship is not influenced by the interests of third parties like 
ad clients. 

5.4.1. A Trilateral Relationship Pattern 

Most search engines are financed by advertising, operating within a structure 
represented by the pattern illustrated in the following figure. 

Figure 11: 
Trilateral Relationship 

Source: own representation 
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Content providers need to gain attention for their products. Their market place 
challenge is not information access, but rather information overload.223 The criti-
cal resource on the Internet is attention. It is easy to set up a Web site; the diffi-
culty lies in developing viewership. Search engines help users find valuable in-
formation, directing their attention to content providers who want a transparent 
ranking of the search result because this knowledge enables them to optimize 
their documents. Since most users do not want to pay for content, providers try 
to earn money with advertising, sales, or through business models such as con-
tent syndication. 

Ad clients want to maximize the attention from attracted visitors within a given 
budget. They seek visitors with a strong interest in the content offered and want 
a central hub where all costs can be controlled. Search engines have the same 
concern: paid listings should be closely related to a query. In their desire to 
maximize revenue per keyword,224 they want clients to write relevant descrip-
tions of their Web sites. 

Search engine users generally are not aware of ranking techniques. In fact, ran-
king algorithms are in most cases protected secrets. Users focus instead on re-
ceiving valid results that rank documents by relevance, without concern for link 
sponsorship, retrieval techniques, or business models.225 Users also demand 
that results be clearly arranged and quickly retrieved, preferably with an intuitive 
query that does not require powerful but unfamiliar features or search langua-
ges. They tend to submit simple queries with one or two words and hope to find 
something relevant. Search engines that focus more on algorithms than on usa-
bility fail to meet the needs of the users.226 Users want a ranking that is not in-
fluenced by ad clients or other stakeholders. Unlabeled paid listings and spam 
should not be included in editorial results and a user-friendly interface should be 
provided. 

Search engines, on the other hand, aim to generate revenue, concealing algo-
rithms to protect their economic value and avoid spamming. They want to be 
seen as independent and competent gatekeeper, directing user attention to 
high-quality content. Most users have a preferred search engine. (Google is 
currently the most popular.) Surveys indicate that about half employ at least one 
alternative, likely a niche engine for special demands. This suggests that deve-
lopers might profit from targeting niches that are at present not adequately 
served.227 

Because of information asymmetry and resulting agency costs, the use of spe-
cialized intermediary agents is a common strategy. Typical intermediary agents 
employed by users include metasearch engines that combine results from diffe-
rent search engines with a uniform search language, social search engines that 

                                            
223 Shapiro, C., Varian, H. (1999), pp. 6-7 
224 Search engines hold an auction for keywords, ranking sponsored links accordingly. 
225 Machill, M. et al. (2002), pp. 7-8 
226 Machill, M. et al. (2003), p. 440 
227 Ibid (2003), pp. 443-444 
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use a community to personalize results, graphical user interfaces that group re-
sults according to semantics and trust makers that apply special knowledge to 
screen results. 

Knowledge Agents are intermediary agents that are situated between the user 
and the search engine and specialize in a specific domain by extracting charac-
teristic information from search results. Queries are refined according to the do-
main specific knowledge to find most relevant documents for a given query 
within a domain of interest.228 Query Tracker229 is an intermediary agent that 
uses Google’s index. Users submit queries that are run through the search en-
gine every 24 hours. Through feedback, the system creates a user profile that 
improves the relevance of returns and generates personalized queries automati-
cally. Poorly formed queries are expanded and filtered according to the profile.230 
Intermediary agents used by content providers include optimisers that influence 
site design to allow for easy indexing of documents that will then rank high in 
the result for given keywords. 

Pay per performance search engines are an example of intermediary agents 
used by ad clients to purchase paid links. 

Agency Problems and Possible Solutions 

In a search for information, the wealth of material available on the Internet today 
often makes it impossible to visit all potentially relevant Web sites. A division of 
labour to a search engine (agent) can significantly lower search costs for users 
(principals). 

The goals of user and search engine are congruent in many respects. Both 
search engines and users seek to avoid spam, achieve fast retrieval, and ope-
rate within an intuitive interface design. In addition to these congruent goals, 
however, there are information asymmetries and incongruent goals that result in 
agency costs. For example, search engines have more knowledge about ran-
king algorithms. Understanding these disparities is a critical factor in identifying 
agency problems. The main goal of a commercial search engine is profit. It 
gains revenue by directing user attention to content providers that pay for traffic 
sent to a site. In contrast, users want to find documents most relevant to a 
query. This can lead to a hidden intention problem for users, one that can be re-
duced by monitoring, signaling, and greater transparency in ranking. 

For users, efficiency is gained by delegating monitoring to trusted third parties 
(e.g., professional journals) that have special knowledge. Another approach is 
the signaling, wherein a search engine invests in a brand name. The goal is to 
make reputation a signal for quality. In the long run, this investment will be un-
profitable (and generate sunk costs) if advertised features are not perceived as 
authentic. Finally, transparency can be enhanced by the publication of ranking 

                                            
228 Aridor, Y. et al. (2000), pp. 15-16 
229 http://www.cs.colostate.edu/~somlo/QueryTracker/ 
230 Anthers, G. H. (2004) 
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algorithms and labelling of sponsored links. Certificates, ratings, and tests can 
complement active screening by users.231 The cost of signaling will typically rise 
as the quality of search results declines. 

With increasing delegation of power from the user, a search engine has more 
opportunity to decide autonomously and control costs increase. The optimal 
level of delegation is the point at which marginal costs equal marginal bene-
fits.232 Marginal benefits from delegation will increase with the relevance of re-
trieved documents, whereas marginal costs are determined by the degree of 
transparency. 

Search engines earn revenues by indexing high-quality content and directing 
users to ad clients. Users will visit a search engine repeatedly only if they are 
satisfied with the results. Content providers want their Web sites indexed by 
search engines to gain the attention of directed visitors. 

Search engines (principals) invite content providers (agents) to make docu-
ments available for crawling. A content provider can exclude his site from in-
dexing or, conversely, work to facilitate the process. The exclusion of all or part 
of a site can easily be accomplished with a file called ‘robot.txt’ placed in the 
root of the domain233; crawling can be expedited by means of optimization. A 
content provider will logically optimize if the resulting costs are less than the be-
nefits accrued through increased viewership. 

Content providers can try to spam the index of search engines to gain attention 
after submission and indexing and cause hidden intention problems. These pro-
blems can be resolved with the application of monitoring and bonding systems. 
Most search engines detect (monitoring) and punish (bonding) spammers by 
banning their sites from being indexed for a period of time. Many publish guide-
lines for webmasters that describe how Web sites should be designed for in-
dexing and what is considered spam (transparency). 

Monitoring, bonding, and increasing transparency create agency costs. The 
optimal level of a delegation of authority to content providers is the point at 
which these marginal costs equal the associated marginal benefits. Marginal 
benefits of delegation rise for Web sites containing high-quality content prepa-
red for crawling, whereas marginal costs rise with increased spamming. 

Ad clients (principals) want search engines (agents) to direct user attention to 
their Web site. As agents, search engines have more information about directed 
visitors and can act opportunistically against the interests of ad clients. Pro-
blems of asymmetric information can occur before and after the signing of a 
contract. Ad clients can attempt to control search engines to some degree by 
analyzing log files, but this entails monitoring costs and, moreover, provides no 
guarantee of not being cheated. Trusted monitoring system and bonding sys-

                                            
231 Eggs, H. (2001), pp. 93-94 
232 Blankart, C. (1994), pp. 273-277 
233 This file tells the crawler which documents it may spider (download). 
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tems, where an agent’s fee is contingent upon performance, are potential solu-
tions to this problem. 

Marginal benefits from a division of labor can be increased with tools that 
support ad clients in the production of keyword ads. Many paid-placement 
search engines, for example, provide a keyword suggestion tool. Marginal costs 
of a division of labor fall with greater transparency. The optimal level of delega-
tion is the point at which marginal costs equal marginal benefits. 

In the trilateral model, search engines are agents to both users and ad clients. 
At the same time, to satisfy user needs, they act as a principal to content provi-
ders. To maximize the benefits from a division of labor, search engines must 
find the optimal levels of delegation with the other stakeholders simultaneously. 

5.4.2. Direct Relationship Pattern 

Direct relationship strategies are designed for small groups of users willing to 
pay for a service not biased by the interests of a third party. Commercial search 
engines adopt this pattern only if the inclusion of advertising disturbs users to 
such a degree that reduced revenues from a willingness to pay cannot be com-
pensated for by the potential advertising revenues. Search engines financed by 
research programs are more likely to choose this design pattern as illustrated 
by the following figure. 

Figure 12: 
Direct Relationship 

Source: own representation 

From an agency theory perspective, the advantage of this relationship is that 
the search engine is an agent for the user only. Thus, the goals of search en-
gines and users are not as disparate as they are in the trilateral model. To maxi-
mize the benefits of a division of labor, search engines can reduce agency costs 
by employing the same instruments applicable to the trilateral model. In the re-
lationship with users, these are monitoring (trust maker), signaling (branding) 
and greater transparency (ranking-rules). In the relation with content providers, 
these are monitoring (spam detection), bonding (index exclusion), and greater 
transparency (ranking-rules and webmaster-guidelines). The optimal level of de-
legation is the point at which marginal costs equal marginal benefits. 
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5.5. Design Strategies 

Individuals differ in their activities, interests, opinions, and demographic charac-
teristics.234 This leads to different expectations, preferences, and patterns of 
use regarding search engines. The patterns outlined above provide a frame-
work for discussing strategies of optimal search engine design. They determine 
the choice of business model and field of activity, and the can be implemented 
individually or in combination. 

5.5.1. Concentration Strategy 

Special circumstances distinguishing information retrieval in particular and me-
dia markets in general underlie the substantial amount of concentration found in 
the search engine industry. Conventional business strategies leading to concen-
tration reflect the trilateral design pattern discussed earlier. Economies of scale 
make it profitable to maximize the number of users accessing an index. 

Only a few search engines can afford to produce an index. Most are set on top 
of the infrastructure of the major operators. Ask,235 for example, is based on the 
Teoma236 index. The field of activity is extended to the intermediaries of users 
and ad clients, whereas the importance of intermediate agents to content provi-
ders can be diminished by increasing transparency.237 

This concentration strategy can be elucidated by examining recent actions of 
Google and Yahoo, two important search engines. Figure 13 illustrates 
Google’s design from an agency theory perspective. 

Google used market power to expand its agency activities from the user side to 
the ‘connected’ stakeholders—ad clients and content providers. This made it 
possible to substitute existing agents and acquire new means of earning reve-
nues. 

                                            
234 Koppelmann, U. (2000), p. 75 
235 http://ask.com/ 
236 http://www.teoma.com/ 
237 Search engine optimizers are an example of intermediate agents to content provi-

ders. Their market power is weakened by search engines that publish ranking rules 
and guidelines for designing Web sites that can easily be crawled. 
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Figure 13: 
Google and a Concentration Strategy 

Source: own representation 

A) Google between Users and Content Providers 

The traditional role of a search engine is to act as an agent on behalf of users 
who want relevant information in response to a query. To meet this demand, 
Google provides an interface that supports over 97 languages and is easy to 
use for the majority of users. Some of the popular portals, by adding ‘sticky’ fea-
tures designed to keep visitors on-site, fail to accomplish this. 

The DMOZ directory offers an enhanced presentation that lists the sites in a ca-
tegory by rank rather than alphabetical order. Experienced users can employ 
the advanced search interface that enables them to pose complex queries using 
tools such as Boolean operators, topic relevant filtering, thesauri, query refor-
mulation, and query extension. They can search for definitions, file types, and 
similar pages. Google has integrated specialized databases, such as phone-
books, stock quote listings, and street maps, and included others related to to-
pics ranging from travel to patents, establishing a foundation that will be impor-
tant for future developments like local search. It is easy to customize a search 
with parameters like preferred language, number of retrieved documents, or 
adult filter. It is very likely that the number of these features will increase with 
new retrieval techniques. Google Labs tests new developments, like a wireless 
shopping search engine and voice search. Gmail, the company’s new freemail, 
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is their first ‘sticky’ feature, keeping users on-site and allowing for the collection 
of information about users that can be valuable in tailoring personalized search. 

Google has anticipated the advantages of economies of scale and scope by in-
vesting in the industry’s largest index, achieving preeminence in market share. 
Through Google API, over four billion Web pages can be accessed by develo-
pers and researchers building applications. Froogle, for example, is a shopping 
comparison search engine operated by Google that uses the existing infrastruc-
ture and brand to enter new markets. 

B) Google between Users and Ad Clients 

Paid-placement search engines, e.g., Overture and Espotting, are intermediate 
agents that simplify the inclusion of paid links for ad clients in various listings. 
Google’s substantial market share and established brand allowed the company 
to launch its own program for the inclusion of paid listings. AdWords is a substi-
tute for third-party paid-placement search engines that has developed into an 
important source of revenue. Clients can target keyword ads to specific coun-
tries and languages. Budget forecasts and a set of online tools allow them to 
monitor the inclusion of ads. 

A recent change in their ranking of paid listings diminishes incongruent goals 
from an agency theory perspective. Ad clients want to maximize visitor attention 
with a given budget, whereas Google wants to maximize its revenues (price per 
click multiplied by the number of clicks) with relevant ads that do not annoy 
users. Before the change, the ranking of paid listings was determined by the 
price per click, regardless of how well an ad matched the keyword. The ranking 
is now determined by a combination of the price per click and the number of 
clicks. Ads less relevant to users will be clicked less often, causing them to 
move down the list. This creates an incentive for clients to produce ads that 
match well with keywords. Relevant ads are less offensive to users and more 
effective at inducing them to choose paid listings over editorial ones. In this 
way, both search engine and ad client goals are achieved. Additionally, users 
benefit from ads with greater relevance. 

C) Google between Ad Clients and Content Providers 

The success of the AdWords programme led Google to extend that concept. 
AdSense includes paid listings from the AdWord programme in the sites of con-
tent providers. 

Google publishes information that increases its transparency. This includes 
guidelines for webmasters, offering advice on how to design sites to allow for 
easy indexing and alerting them to those techniques regarded as spam. A 
Google representative (known as ‘GoogleGuy’) is available on a popular dis-
cussion board238 to decrease information asymmetries regarding optimization. 

                                            
238 http://www.webmasterworld.com/ 
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Yahoo is another search engine that has adopted a strategy designed to benefit 
from market concentration. Recent changes in Yahoo’s architecture (illustrated 
in Figure 11 can be interpreted as an implementation of concentration strategy. 

Figure 14:  
Yahoo and a Concentration Strategy 

Source: own representation 

Yahoo is a directory that in the past included Google’s search results. Paid lis-
tings from Overture provided a counterpart to Google’s AdWords and AdSense. 
In July 2003, Yahoo bought Overture and, after also acquiring Inktomi (a major 
search provider), replaced Google’s results with its own in February 2004.239 By 
maintaining a presentation very similar to the familiar Google results, the site 
has retained a stable viewership.240 

These acquisitions have made Yahoo an important independent player in the in-
formation retrieval industry, a market that has developed into a highly concen-
trated oligopoly. Users tend to employ only one or two search engines, a beha-
vior the major service providers encourage by supplying search utilities (tool-
bars) for browsers.241 Nearly 50 % of respondents to a recent survey have in-

                                            
239 Sherman, C. (2004) 
240 Sullivan, D. (2004d) 
241 Alexander, M. (2003) 
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stalled at least one toolbar: 22 % use Yahoo’s, followed by Google’s 20 %, and 
MSN’s 17 %.242 

5.5.2. Niche Strategy 

Like a concentration strategy, a niche strategy also follows from the trilateral de-
sign pattern. In this case, providers address themselves to a smaller number of 
users without expanding their field of activity. Instead, they operate as interme-
diate agents based on the infrastructure of a major provider, working to meet 
specialized needs. 

These can be classified into several categories: 

• There is surprisingly little overlap243 among major service providers, even for 
popular search terms.244 Metasearch engines (e.g., Dogpile245) conduct a 
search on different major indexes, a process referred to as index expansion. 

• Deep Web access allows users to search documents hidden in specialized 
databases. ProFusion246 is an example of this type of service provider. 

• Vertical search engines (also known as niche search engines) focus on a li-
mited set of topics. 

• News search engines allow users to retrieve news stories from hundreds of 
sources across the Web. All major search engines have their own news-rela-
ted utility, but there are many other engines that focus on specialized niches, 
such as newspapers, news feeds, blogs, magazines, and regional news.247 

• Shopping comparison search engines allow users to locate shops by cate-
gory and check prices at various online stores. 

• Multimedia search engines retrieve sound, image, and video files, as well as ra-
dio and television programs. SpeechBot,248 for example, has indexed over 
17,000 hours of content that can be searched with speech recognition software. 

Niche search engines are financed with advertising and are therefore subject to 
the same problems of incongruent goals and information asymmetries that cha-
racterize all business models based on the trilateral relationship pattern.249 

                                            
242 Sherman, C. (2004a) 
243 Overlap refers to a document being listed in more than one index. This concept can 

be visualized with the Thumbshots Ranking Tool (http://ranking.thumbshots.com/). 
244 Sherman, C. (2004c) 
245 http://www.dogpile.com/ 
246 http://www.profusion.com/ 
247 Sullivan, D. (2003c) 
248 http://speechbot.research.compaq.com/ 
249 See 0for a description of agency problems and solutions to them. 
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Figure 15:  
A9 and a Niche Strategy 

Source: own representation 

Amazon’s A9250 is a niche search engine based on Google’s index that addre-
sses to the group of Amazon customers251 and includes a number of unique 
additional features allowing users to personalize results based on their search 
history and other information available from Amazon.252 ‘Search inside the book’ 
allows users to view scanned pages from more than 120,000 books included 
with results. ‘People who visit this page also visit’ is another potentially valuable 
feature. There is also an option to install a toolbar that provides a pop-up 
blocker, a dictionary, a thesaurus, and a diary for recording notes about sites 
that will reappear during subsequent visits. The collection of personal data rai-
ses privacy concerns; users must decide if they trust Amazon and desire to be-
nefit from its improved ranking and additional information or if they view the 
collection of personal information as troublesome. A9 provides a privacy policy 
clearly stating what personal information is collected and how it is stored. This is 
a signal to reduce information asymmetries and privacy concerns. Personaliza-
tion can improve the relevancy of search results; trusted agents with existing 
user profiles like Amazon are able benefit from it. 

                                            
250 http://a9.com/ 
251 Users log on the search engine with their Amazon usernames. Information about a 

user’s interests that is recorded when browsing Amazon’s site can also be used to 
further personalize search results. 

252 Sherman, C. (2004d) 
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5.5.3 Bundling Strategy 

Bundling combines two or more products or services into a package. Articles 
are bundled as journals, shampoo can be bundled with conditioner, and a com-
puter is a bundle of software and hardware. Through bundling, firms can increa-
se revenues, reduce costs, and raise barriers to market entry. In the case of di-
gital goods (e.g., digital music or software), bundling is highly effective because 
these items cost very little to reproduce. Bundling has powerful implications for 
the structure of those markets in which large firms have a substantial competi-
tive advantage.253 It is the business logic behind Microsoft’s decision to sell 
Word, Excel, and PowerPoint as an ‘Office’ bundle. 

Another form of bundling, one that is widely considered violative of anti-trust le-
gislation, characterized that company’s approach to sales of Windows Media 
Player. Microsoft used its dominant position in the PC industry to gain market 
share for its digital media player,254 the same strategy it employed in establi-
shing Internet Explorer against Netscape in the browser wars. 

Microsoft’s current search engine (MSN) provides users with paid listings from 
Overture and editorial listings from LookSmart and Inktomi.255 It is developing a 
new search engine that will be integrated with the next version of Windows, 
using Windows dominant position to bring the search engine into close competi-
tion with the current market leaders, Google and Yahoo.256 This use of a con-
centration strategy to replace the index and place listings with its own solutions 
would eliminate the influence of a direct competitor since, as noted, Inktomi and 
Overture are owned by Yahoo. 

Furthermore, Microsoft could also make use of the dominant position of MS 
Office to reduce the value of the search results of the competitors by limiting the 
access to proprietary document formats such as Microsoft Word. Microsoft 
could give its search technology a better ability to search documents of its own 
file formats or gain revenues from royalties in exchange for giving other search 
engines the ability to search these documents.257 

Internet access providers could also make use of a strong position on the mar-
ket of cable and DSL service providers to enter the search market.258 These 
providers have a direct relationship to the users and can easily enrich existing 
billing-information to user profiles that can additionally be useful for personali-
zed search and tailored ads. 

Major service providers may choose to use their strong positions in the search 
engine market to enter other industries. Hotbot259 for example, recently introdu-

                                            
253 Zhu, K., MacQuarrie, B. (2003), pp. 264-266 
254 Peterson, K. (2004) 
255 Sullivan, D. (2003d) 
256 Borland, J. (2004) 
257 Schmidt, E. (2004), p. 9 
258 Schmidt, E. (2004), p. 4 
259 Hotbot (http://www.hotbot.com) is a Lycos-owned search engine that allows access 
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ced a desktop search utility that allows users to not only search the Web, but 
also index files and email on a computer, making them searchable as well.260 
Google may launch a similar desktop utility that integrates its toolbar and new 
email service (Gmail) with storage space. 

5.5.4. Premium Search 

A premium search strategy is based on the direct relationship pattern. It addre-
sses a small group of users willing to pay for an unbiased service. As Figure 
illustrates, the field of activity is centered around user needs. 

Figure 16:  
Premium Search Strategy 

Source: own representation 

A commercial search engine will choose this strategy only if the inclusion of ad-
vertising lowers the users’ willingness to pay to such a degree that adequate re-
venues cannot be generated. Otherwise, the optimal strategy would likely be a 
mixture with a niche strategy.261 

Most public broadcasting Web sites are free of advertising, financed solely 
through fees paid by households.262 Because these sites do not serve private 
commercial interests or produce a return for shareholders, they can focus on 
providing high-quality content and services, much of which would not otherwise 
be widely available. 

A public broadcasting Internet search service could adopt the direct relationship 
pattern and compete with commercial providers. A decision to produce such a 
service would depend on an interpretation of the mandate for public broadcas-
ting.263 Its extent is largely determined by the resulting costs and its benefit to 
society.264 It would need to be controlled by citizens to ensure that it is not abu-
sed by government.265 

                                                                                                                                
to the three major indexes (Google, Yahoo (Inktomi), and Teoma). In contrast to me-
tasearch engines, HotBot does not blend results, instead allowing users to switch 
between the indexes. 

260 Sherman, C. (2004a) 
261 Bhargava, H., Feng, J. (2002), p. 122 
262 Loebbecke et al. (2003), pp. 2-4 
263 Rebmann, R. (2003), pp. 2-4 
264 Kops, M. (1998), p. 29 
265 Kops, M. (2000a), p. 1 
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5.6. Choice of Strategy 

A search engine service provider’s strategic thinking with regard to a business 
model is influenced by both individual entrepreneurial goals and marketplace li-
mitations. The goals determine a set of strategic choices that in turn is limited 
by external realities. Strategies can be applied narrowly or in combinations. 

Figure 17: 
Choice of Strategy 

Source: own representation 

The development or implementation of a new search technique can dramatically 
alter a company’s strategic approach. Of course, any fundamental shift in mar-
ket orientation should be based on a careful analysis of consumer demand for a 
service and its associated cost structure and revenue potential. Specific details 
related to relevant market segments and user preferences can be critical to 
effective strategic planning in this context. 

5.6.1. Goals and Compatible Strategies 

The design of a search engine is determined mainly by provider goals. The 
usual goal is profit, but other possible goals266, like power or welfare, can in-
fluence the strategic choices that define the field of activity, the business model, 
and relationships to stakeholders. 

                                            
266 Koppelmann, U. (2000), pp. 251-253 
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Figure 18: 
Goals and Strategies 

Source: own representation 

Profit is the most prevalent motivation in business. While profit maximization is 
typically sought, a company may decide to accept lower profits in the short term 
as a means to expand its market share or revenue base. For instance, a search 
engine with some customers who pay for the service could decide to offer free 
service to all customers to attract more users. Campaigns to expand a customer 
base in this way must be planned and carried out very carefully, however, to 
make certain a positive outcome is achieved in the end. 

All the strategies discussed above are consistent with a goal of profitability. The 
range of potentially effective strategies is limited by the market potential of a 
particular search engine design and the needs of users. For example, a start-up 
company that has invented a new retrieval technique will not have the financial 
resources to choose a concentration strategy. User preferences will determine if 
it is possible to charge for the service (premium search strategy) or if the ser-
vice has to be financed with revenues from advertising (niche strategy). 

Strategies chosen because of an influence goal attempt to strengthen the 
assets and potential of a service provider. A company could decide to decline a 
risky investment that has substantial profit opportunity because of safety con-
cerns or to ward off a hostile takeover. For example, Yahoo’s concentration 
strategy (the acquisition of Inktomi and Overture) might not maximize profits, 
especially in the short term, but does ensure the company will remain an impor-
tant player in the search engine market. 

Another important factor in choosing influence as a goal is market power. In es-
tablishing a strong position for Windows Media Player and Internet Explorer, Mi-
crosoft used its market power to set product standards and suppress competi-
tion in new markets through bundling. 

Economic outcomes that benefit society as a whole achieve common welfare 
goals. A government agency or other public sector institution could launch a 
search engine to compete with major commercial engines but focus on an un-
biased retrieval of documents, allowing all views to be represented. The infra-
structure could be made freely available for innovation and the development of 
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new techniques. To avoid having the service influenced by ad clients, the finan-
cing could be funded through tax revenues or some other form of public spon-
sorship.267 Besides offering a diversity of opinions, public sector sponsorship of 
a search service could be used to diminish information asymmetries, with pro-
jects like a job search engine. 

Common welfare goals can also be achieved with an integration of ad clients in 
either a concentration or niche strategy. The success of Linux demonstrates 
that the open source268 idea is viable. Any manipulation in favor of a third party 
is unlikely because the ranking techniques are controlled by a community of de-
velopers. Published ranking rules lower information asymmetries. Advertising 
can be labeled as such and the revenues can be used to finance an indexing in-
frastructure able to compete with major search engines. That same infrastruc-
ture can then be made available to start-ups and research facilities to develop 
new retrieval techniques that expand and improve Web search technology. 
Nutch269 is an example of an open source search engine project (not yet open 
to the public) working in a demonstration mode with 100 million pages.270 Moz-
dex271 is another open source engine based on Nutch and seeded with URLs 
from DMOZ. Its ‘explain’ feature, which provides ranking details, holds conside-
rable promise. 

5.6.2. Circumstances Restricting Choice 

Not all strategies can be matched to goals and executed successfully. The 
choice is effectively limited by the search engine’s potential as determined by 
characteristics of the audience of users. Figure 16 provides an overview of diffe-
rent design strategies and the circumstances required for their implementation. 
The first three potentialities – size, research, and market power – are determi-
ned by the service provider. The last – willingness to pay – is determined by the 
target group the search engine addresses. A strategy or a combination of stra-
tegies can be implemented. 

                                            
267 A service requiring direct payments from users means that a minority would be paying 

for a premium, unbiased search engine. If the goal is to increase the welfare of the 
whole society, the service must be free in order to attract as many users as possible. 

268 The code underlying open source software is freely available to anyone and can be 
extended or modified. Innovations are contributed to the free code base. 

269 http://www.nutch.org/ 
270 Battelle, J. (2003) 
271 http://www.mozdex.com/ 
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Figure 19: 
Circumstances Restricting Choice 

Source: own representation 

As in traditional media, the powerful leverage provided by economies of scale 
and scope creates a strong tendency toward concentration in the search engine 
market. A substantial amount of resources is required to build and maintain an 
up-to-date index and develop the software needed to search it. There are only a 
few search engines that can afford their own index. Thus, market share and fi-
nancial resources are very important factors for achieving success in a concen-
tration strategy. The majority of users do not want to pay for search services. A 
search engine that wants to attract a lot of users must offer its service free of 
charge and earn revenues from paid listings. A willingness to pay is not required 
because collecting user fees would simply diminish the potential customer base. 
The concentration strategy is viable only for major search engines with the re-
quired resources. A strong position within the search engine market can be 
used to expand and take over the business of intermediate agents. 

Small and innovative search engines can follow the niche strategy, building on 
the index of a major service provider. This strategy demands an innovative re-
trieval technique that offers enhanced benefits to a small user group. A willing-
ness to pay, among users who demand returns not influenced by third parties, 
distinguishes the niche strategy from premium search.  

For a commercial search engine, revenues determine the choice of strategy. If 
there is an adequate willingness to pay despite the inclusion of advertising, a 
service provider can choose a mixture of both strategies. The degree of inclu-
sion determines the balance between revenues drawn from advertising and 
those accumulated through user fees, with the optimal level maximizing reve-
nues. 

The bundling strategy can be implemented effectively only by companies with 
both sufficient financial resources and a dominant position in another market. 
Microsoft, for example, has the resources to acquire or build its own infrastruc-
ture and integrate a search engine into Windows. This could allow Microsoft to 
use its dominant position in the operating systems market to gain a strong posi-
tion in the search market. 
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6. Conclusions 

This paper attempts to answer questions about the optimal design of search en-
gines by providing an overview of technical aspects of search engine architec-
ture and trends in their design (chapters 2 and 3), outlining circumstances that 
affect the information market and media industries (chapter 4), and exploring 
potential benefits that result from a delegation of labor through insights gained 
from agency theory (chapter 5). Based on that discussion, four design strate-
gies that determine a search engine’s business model, field of activity, and rela-
tionships to stakeholders have been examined. 

A concentration strategy addresses a large number of users and earns reve-
nues from advertising. Search engines that follow this strategy have their own 
index and in many cases contract for its use with smaller service providers that 
cannot afford to produce one. Companies with sufficient financial resources ex-
pand their field of activity to paid-placement search engines. A niche strategy 
addresses a smaller number of users that have specialized needs. The service 
is often based on the index of a major provider, activities are highly focused on 
user needs, and operations are financed through advertising. Premium search 
also serves a small market but is financed by user fees. Some providers mix 
this with other strategies. A bundling strategy requires a dominant position in 
another market that can be leveraged in the search engine market. 

A service provider’s choice of strategy depends on both its goals and external 
market conditions. Goals establish a set of preferred strategies, while externali-
ties determine the potential viability of strategic choices. 

The question of the optimal design of a search engine can be productively po-
sed before the launch of a novel search engine, with the development of a new 
and promising retrieval technique, or after a successful launch for the purpose 
of strategic reorientation. It is important that market conditions are thoroughly 
analyzed and that the targeted group of users is well understood. Further 
suggested research might include the entire product marketing process to find a 
solution for the systematic development of search engines from an agency 
theory perspective. 

As in traditional media, there are strong concentration tendencies in the search 
engine market. Yahoo! acquired Inktomi and Overture, in effect ‘declaring war’ 
on Google with the replacement of its search results. By means of its forthco-
ming IPO, Google will acquire substantial financial resources to prepare a coun-
terstrike. With Gmail, Google has introduced its first ‘sticky’ feature, one that 
could become quite valuable in generating profiles for personalized search. In 
addition to Google and Yahoo!, there is a third major player that will inevitably 
play an important role in the future of search engine services. Microsoft has 
announced plans to develop its own search technology. As with Windows Media 
Player and Internet Explorer in the past, that company’s overwhelming financial 
resources and dominant position in the PC market place it in a very strong posi-
tion to establish a heavyweight search engine service. 
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Next to the battlefield shared by these three major competitors, there is a space 
for companies that stand out through innovative search techniques or the inte-
gration of unique data. Personalization is a promising trend for these smaller 
market participants. Cooperative efforts with trusted companies that possess 
existing user profiles (e.g., Amazon and eBay) have clear advantages when 
seeking to overcome the privacy concerns of potential users. 

The developing competition among the major players and the potential for inno-
vation associated with new retrieval techniques can alter the landscape of the 
current search engine market considerably. It is not clear who the winners and 
losers in this game will be. One possible outcome is a breakdown similar to to-
day’s television market, with a highly concentrated oligopoly of major players 
and a group of small special-interest providers. 
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